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Abstract: In the context of the growing pace of technological development and that of the 
transition to the knowledge-based economy, wealth management strategies have become subject 
to the application of new ideas. One of the fields of research that are increasing in influence in the 
scientific community is that of reinforcement learning-based algorithms. This trend is also 
manifesting in the domain of economics, where the algorithms have found a use in the field of 
stock trading. The use of algorithms has been tested by researchers in the last decade due to the 
fact that by applying these new concepts, fund managers could obtain an advantage when 
compared to using classic management techniques. The present paper will test the effects of 
applying these algorithms on the Romanian market, taking into account that it is a relatively new 
market, and compare it to the results obtained by applying classic optimization techniques based 
on passive wealth management concepts. We chose the Romanian stock market due to its recent 
evolution regarding the FTSE Russell ratings and the fact that the country is becoming an Eastern 
European hub of development in the IT sector, these facts could indicate that the Romanian stock 
market will become even more significant in the future at a local and maybe even at a regional 
level 
. 
Keywords: reinforcement learning; wealth management strategies; stock market; East European 
economies.  . 
 

 
 
Introduction  
The recent developments in the field of information technology have made the application 

of iterative-based mathematical methods a feasible possibility, by taking advantage of the 

increase in processing power and the data available, researchers have developed 

reinforcement learning-based algorithms. These algorithms can be used for the 

management of a trading account actively, or the least as the motivation behind an 

investment decision. The present article tries to apply these techniques to the Romanian 

market, this decision was based on the idea that it is interesting to see the results obtained 

by the algorithms on a relatively new market, that has a small number of traded stocks 

and a lower volume compared to the bigger markets such as the London Stock Exchange 

from the United Kingdom and the NYSE or NASDAQ markets from the United States of 

America.  Today’s investment opportunities should be represented by the Eastern 

European markets due to their novelty and the fact that in the past two decades they have 

become more stable. Another important fact is that the Bucharest Stock Exchange is 

classified, starting with September 2020, as a Frontier Market in the category of Secondary 

Emerging Market by the rating agency FTSE Russell makes investing in this market more 

attractive for possible investors. These changes have made the Romanian market an 

attractive one for international investors and big investment funds.  

 

In this article, we will test the way in which a series of active investment strategies 

represented by: the “turtle” algorithm, the simple moving average algorithm, and the Dual 
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Q-Learning strategy, compare to the returns obtained by two portfolios (composed out of 

five shares traded on the Romanian Stock Exchange) obtained by minimizing the Standard 

Deviation and the Mean Absolute Deviation of the returns of the stock prices. At the end 

of the study, we will be able to conclude if when trading on the Romanian Stock Exchange 

we should use an active investment strategy or a passive investment strategy.  

 

The real-time algorithms used will trade every day for an analyzed period of ten years 

between the 7th of September 2011 and the 7th of September 2021, the algorithm will 

have three possible options to buy, to sell, or do not take any action, also the algorithm is 

limited to buying or selling only one share per day. This limitation was put in place, to 

keep the time intervals equal for all the analyzed shares (in the case in which an algorithm 

runs out of money, it will not be able to buy anymore). Another limitation of the program 

is that the algorithm is not allowed to short sell a stock, meaning that it has to own a stock 

before it can sell it, this was done also due to the idea that the time intervals have to be 

equal, to allow the comparison of the returns, in any case, the short-selling operation is 

not allowed on the Romanian capital market. The selected stocks are from 3 different 

business segments. Two of the selected shares are issued by companies that are in the 

energy segment: OMV Petrom S.A. (SNP), S.N.T.G.N. and Transgaz S.A. (TGN), other two 

are issued by financial institutions: Fondul Proprietatea S.A. (FP) and Banca Transilvania 

S.A. (TLV) and one company in the industrial sector: Teraplast S.A. (TRP). The stocks were 

chosen based on the fact that on the 9th of September 2021 they had the largest traded 

volume, this being of interest due to the way the algorithm works, by buying or selling on 

a daily basis. 

 

An idea that has to be taken into account when dealing with the application of trading 

algorithms in particular and when working with historical data related to stock markets, 

in general, is the level of efficiency of a certain market. Market efficiency as it was defined 

by Fama (1970) consists in the fact that all the information available in the market is 

reflected in the evolution of the price of the share. This idea has many implications 

regarding the use of models and the most important one is that if the market is efficient, 

the previous prices of the share should have no effect on the current evolution of the 

share’s price. This hypothesis is unlikely due to many factors, such as the existence of 

certain information that is known only by a few individuals that activate on the stock 

market and not by all the traders. A similar effect could also be obtained if the available 

information is used in a manner that is deficient by all the market participants. These 

hypotheses are not likely to occur due to the many studies that have the subject of efficient 

markets, one of which being the one by Dreman and Berry(1995) that have proved that 

an efficient market in a strict sense is unlikely to occur.  

 

 
Literature review 
 

The reinforcement learning-based algorithms have become in the last few years a more 

common method of analysis which has led to their use for solving several non-trivial 

problems. In economics, this type of algorithm has been taken into consideration since the 

end of the 20th century for use in the field of portfolio management. One of the first 

applications of the reinforcement learning algorithms in the domain of stock optimization 

were the two articles written by Neuneier in 1995 and in 1997, in which the author 

managed an asset portfolio by implementing the use of a Q-learning-based algorithm. At 

the same time, several notable studies in terms of their approach and the used 

methodology have been released, the first one being written by Moody, Wu, Liao, and 

Saffell (1998) and the other one being made by Moody and Saffell (2001), they used 

reinforcement learning for buying and selling a share, these studies were instrumental in 

introducing the ratios developed by Sharpe and Sterling when comparing the strategies 
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and the relative performance of the algorithms for the analyzed period, thus developing a 

framework for tracking the way the programs perform in certain situations. Another 

article that was considered instrumental at the time of its launch, was the one written by 

Jangmin, Lee, Lee, and Zhang (2006) which developed a transaction system that was based 

on a Q-learning algorithm, which classified a series of prices of the shares in four 

categories, and applied different rules for each category. The article used this strategy to 

buy and sell the South Korean index KOSPI, between the years 2002 and 2003 and has 

registered for the analyzed period a return of 258%.  

 

An important article in the last decade was the one written by Eilers, Dunis, Mettenheim, 

and Breitner (2014), the authors develop an algorithm using the Q-Learning methodology 

adding conditions for a seasonal adjustment in the behavior of the algorithm when buying 

and selling a single asset from the market. The research is applied to the S&P 500 and the 

DAX index for a period between 2000 and 2012. In the same time period and using similar 

techniques Zhang et al. (2015) developed a program that generates transaction rules by 

using a classification system combined with a reinforcement learning type algorithm to 

take part in the activities of the ProShares Short S&P500 (SH) index and NASDAQ market 

for the period between 2001 and 2013. For the mentioned period the algorithms 

generated an average return amounting to 205.65% for the SH index and 77.85 % for the 

NASDAQ index. 

 

An article that implements advanced reinforcement learning techniques for the stock 

market (i.e. Deep Q-Learning) is „Adaptive stock trading strategies with deep 

reinforcement learning methods” which was written by Xing Wu et al. (2020) which tests 

several trading strategies on the markets of the United Kingdom, the United States of 

America and China comparing the results of the algorithms to other iterative measures 

that are considered simpler (i.e. “turtle” algorithm). The study concludes that the best 

strategies for the analyzed markets are Gated Deep Q Learning and Gated Deterministic 

Policy Gradient had the best performance. Several studies were also of interest in 

developing the algorithms and interpreting their results such as: Brock et al (1992), which 

establishes the basis of the application of reinforcement based learning theory in finance, 

and Dempster et al (2006), Kouwenberg (2001) and Mansini et al (2003) where we can 

see the implementation of reinforcement based algorithms on different markets and the 

obtained results. 

 

Other articles that were important in the development of this paper are the ones written 

by Fama (1970) in which the background regarding the theory of the efficient market 

hypothesis is set out, and the article of Dreman and Berry (1995) which criticizes the ideas 

of Fama’s article and proposes the ideas that the efficient market hypothesis is not 

consistent with the empirical evidence regarding the market. Derman et al. (1995) article 

suggests that shares are mispriced due to overreaction to events that are presented in the 

news. The overview on the Romanian market and its evolution has been obtained by 

reading the following studies: Fleanță et al (2018) and Mihalcea et al (2018), which 

describe the evolution of the Romanian stock exchange over the years. 

 

 

Wealth management strategies   

 

When considering the use of reinforcement learning-based algorithms in the economy, 

most authors suggest that their best use is in the field of wealth management strategies. 

In this way, we can state that a possible implementation can be the automated 

management of a trading account; this would be done by leaving the algorithm to trade in 

the limits of certain indicators, such as the number of daily transactions and a maximum 

transaction value. This application can be of interest to fund managers, in the case of 
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developing a strategy involving an automated trading algorithm. A question remains 

regarding the way the algorithm can implement the buying and selling of certain stocks, it 

should be taken into consideration that the program could buy or sell only stocks that are 

considered to be investment grade by the investor. 

 

All the strategies that are tested in this article will be compared to the minimum variance 

portfolio calculated using the method developed by H. Markowitz (1952), and in the case 

of active portfolio management, the “turtle” algorithm and the simple moving average 

strategy will be used as benchmarks for the tested strategy. The “turtle” algorithm was 

developed in the second half of the 20th century, by Richard Dennis and William Eckhart 

in the project called the „Turtle Trading Experiment”, explained in a brief way this 

algorithm follows the perceived trend of the market, as described in Carr (2021). The 

algorithm functions in a way that when the current price of the share is smaller than the 

price average of the last 126 days (this number was obtained by calculating 10% out of 

the number of total observations) the algorithm buys the share and when it is smaller the 

program sells, the algorithm is limited to buying or selling only a share per day, this limit 

is imposed to facilitate the comparison by providing equal time intervals for each share. 

 

The trading algorithm based on the simple moving average works by taking two intervals 

and calculating the moving average for each of them. Then the obtained results are 

compared to decide if a certain stock is to be bought or sold. In this article, the short 

window was calculated for a period of 32 days (0.025 of the chosen time interval) and the 

long window for a period consisting of 63 days (0.05 of the analyzed interval). The 

algorithm decides that when the short window average is bigger than the long window 

average, the algorithm will buy a unit of the share and when the short window is smaller 

the program will sell a unit of the share. 

 

The obtained results have been calculated with the use of the Jupyter Notebook package 

for Python and the riskfolio-lib library, developed by Cajas (n.d) and were based on the 

calculations made in the Stock Prediction Models repository made by Zolkepli (n.d).  

 

The 5 companies whose shares were chosen to be analyzed by the use of the algorithm are 

the most liquid as of the 9th of September 2021, considering the daily transactions value, 

on the Bucharest Stock Exchange market: Teraplast S.A. (TRP), Banca Transilvania S.A. 

(TLV), OMV Petrom S.A. (SNP), S.N.T.G.N. Transgaz S.A. (TGN) and Fondul Proprietatea S.A. 

(FP), the data used is the daily closing values of the respective shares for the last ten years. 

At first, we calculated the composition of the portfolio with the idea to minimize two risk 

measures first the Standard Deviation of the time series, and secondly the Mean Absolute 

Deviation. 

 

The mentioned risk measures were calculated by using the following mathematical 

formulas: in the case of the Standard Deviation the formula that was used is: 

 

                                                        𝐷𝑆 =  √
1

𝑁−1
∗ ∑ (𝑥𝑖 − �̅�)2𝑁

𝑖−1                                      (1) 

 
And for the Mean Absolute Deviation the formula used for calculation is: 
 

                                                             𝑀𝐴𝐷 =  
∑ |𝑥𝑖−�̅�|𝑁

𝑖=1

𝑁
                                                    (2) 

 

For the portfolios that minimize the Standard Deviation (SD) and the Mean Absolute 

Deviation (MAD) the compositions were the following, this was obtained by applying the 

methodology stated by Markowitz (1952) and minimizing for each of them the risk 
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measure. The results represent the best possible outcome and are calculated with all the 

values from the analyzed period, from this we can conclude that in the best possible case 

the returns for a portfolio composed at the start of the period will be the one obtained. In 

the following table, we present the percentage of the sum that needs to be invested in each 

share, to obtain the portfolio that minimizes that certain risk measure. 

 

Table 1. The composition of the calculated portfolios  

Share TGN FP TLV TRP SNP 
Portofolio 

return 
SD 6,93% 39,72% 30,38% 17,94% 5,04% 19,45% 
MAD 5,89% 42,97% 26,82% 18,84% 5,47% 20,25% 

Source: own calculation 

 
 

In Figure 1 we can see the composition of the portfolio that minimizes the standard 

deviation of the shares returns, the graph presents the ratios in which to invest the 

available resources, we can conclude that the investment should be made in the following 

proportions: 39.7% in the FP shares, 30.4 in the TLV shares, 17.9% in TRP, 6.9% in TGN 

and 5.04% in SNP shares 

 

Figure 1. The composition of the portfolio that minimizes the Standard Deviation  
(Own calculation) 

 

In the next segment, we will present the results obtained by applying active portfolio 

management strategies, for the analyzed period on each share that was taken into 

consideration. The algorithm was limited at buying and selling a maximum of one share 

per day and it is not able to do short selling, selling of an asset that it’s not owned having 

in view also that this operation is not possible on the Romanian capital market. The 

limitation regarding short selling is put in place due to the fact that the algorithm could 

decide to short sell and may end the money available for trading in a shorter period of 

time, this will lead to time intervals of different lengths that would be difficult to compare. 

By applying the “turtle” algorithm for the analyzed shares we obtained the following 

returns for the analyzed period. 

 

Table 2. Results obtained by applying the “turtle” algorithm  

Share TGN FP TLV TRP SNP 
Average 
return 

Return -64,88% 0,02% 0,07% 0,01% 0,02% -12,95% 
Source: own calculation 

 



410 | Ștefan-Constantin RADU, Lucian Claudiu ANGHEL, Ioana Simona ERMIŞ          
Improving Wealth Management Strategies Through the Use of Reinforcement Learning Based 
Algorithms. A Study on the Romanian Stock Market. 

The results of the “turtle” algorithm in the case of the TLV share are presented in Figure 

2, where the red triangles represent the selling signals and the green triangles the buying 

signals. 

 
Figure 2.The results of the “turtle” algorithm for the TLV share  

(Own calculations) 

 

The results obtained by applying the “turtle” algorithm for the TGN issued shares 

represented a loss of 64.88% of the invested sum, this was the only loss registered by the 

algorithm in the analyzed period. For the rest of the shares, the algorithm registered 

returns under 1% for the ten-year period which was taken into account. These results 

seem to suggest that the application of real-time investment strategies when trading on 

the Romanian Stock Market is difficult due to the nature of the evolution of the share 

prices. 

 

In the next part of the article, we decided to apply the algorithm based on the simple 

moving average calculation, which was described in detail at the start of this chapter. By 

applying the SMA-based algorithms for the shares in the selected interval we obtained the 

following results. 

 
Table 3. Results obtained by applying the SMA algorithm  

Share TGN FP TLV TRP SNP 
Average 
return 

Return 0,61% -0,01% -0,02% -0,0005% -0,05% 0,11% 
Source: own calculation 

 
The results obtained when applying the simple moving average have been similar to the 

ones obtained by the “turtle” strategy, the only difference being the fact that the algorithm 

has not registered significant losses the biggest loss being registered when trading the 

SNP share and amounting to 0.05% of the invested sum. The largest return was registered 

by the TGN share and represented 0.61% of the invested sum, we can state by looking at 

the results that the SMA strategy is not suitable on the Romanian Stock Market, at least for 

the shares that were analyzed in this article. The used algorithm is limited at buying or 

selling only one share per day, this being decided due to the fact that the algorithm could 

have bought a considerable number of shares at the start of the interval and run out of the 

available money before the time interval ended, this would lead to the only the possibility 

of selling, letting the program run with these settings could have led to the spending of all 

the available funds in a shorter period than the analyzed period of ten years. This would 

make the intervals of uneven lengths for different shares, making the results difficult to be 

compared. 

 

The use of the Simple Moving Average algorithm has been noted to be limited due to the 

fact that it’s difficult to say if the first days that are part of the long window are really 

relevant to the current trend of the market, taking into account the fact that we are talking 
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about daily closing prices, at a long window consisting of 126 days, the first day in the 

interval is as important in the average as the last, this can lead to possible biases. Also, we 

can state that all the Simple Moving Average based algorithms shouldn’t be useful if the 

market is efficient, as stated by Fama (1970), because if markets are efficient, using 

previously recorded data regarding the financial performance of the asset should not 

indicate the future direction of the asset prices. 

 

In Figure 3 we can see how the algorithm performed when applied to data represented by 

the prices of the TGN share. 

 
Figure 3.The results of the SMA algorithm for the TGN share  

(Own calculations) 

 

In the figure, the green arrows represent the buying signal as perceived by the program 
and the red arrows represent the selling signal. We can see that the algorithm was 
influenced by the price of the share which has been on a decline, a fact that can be 
observed by the trajectory of the black line that is drawn on the graph. 
  
Q-Learning is a process defined by its capacity to learn in an iterative manner. This 
learning is done by maximizing the value of the reward function that is programmed 
within the algorithm. The algorithm has a period in which it explores the function, this is 
called the training period. After that the algorithm selects a random action that has an 
assigned probability of ε, the probability of the opposing action is 1-ε, this is why the 
process is defined as being “epsilon-greedy”. In the algorithm that was applied, we chose 
the value of ε to be 0.5, by setting this value we get equal probabilities for both options 
(i.e. exploring or using a solution that worked before). By using these functions, the 
program estimates the Q value of certain actions, in the training phase the agent updates 
the Q value for each state-action combination, in this way: the Q values matrix is updated 
at each iteration. These values are updated by using the following function: 
 
  𝑄(𝑠𝑡 , 𝑎𝑡) ← 𝑄(𝑠𝑡 , 𝑎𝑡) + 𝛼 ∗ [𝑅𝑡+1 + 𝛿 ∗ 𝑄(𝑠𝑡+1, 𝑎) − 𝑄(𝑠𝑡 , 𝑎𝑡)]                  (3) 
 

The Q value of a state-action pair is generally considered a good estimation of the 

usefulness of a certain action at the given state. With the increase of the Q value, the value 

of the reward function (which is notated with r) increases. The algorithm learns to solve 

the problem in the most efficient manner by taking into account the value of the reward 

function at each given state. In the formula notated with 3, we can observe the way in 

which the function’s present value is calculated by taking into account the value of the next 

period, this is possible because when the algorithm is initialized the Q values are defined 

as random values for all the states that are taken into consideration. In the first iteration 

of the training phase, the program is updating the Q value in the present state by 

considering the value of the randomly generated variable that was initialized in the next 

state. Because the algorithm works by maximizing the reward and not the Q value, the 

program will obtain the best result after running several iterations. 
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As described in the preceding paragraph the algorithm based Q learning algorithm has the 

following structure: at the beginning of the program it randomly generates the Q values in 

the matrix according to formula 4: 

                                                                       𝑄(𝑠, 𝑎) = 𝑛, ∀ 𝑠 ∈ 𝑆, 𝑎 ∈ 𝐴                                            (4) 
  
The final state is generated by the use of formula 5: 
 
                                                                  𝑄(𝑠 − 𝑓𝑖𝑛𝑎𝑙, 𝑎) = 0                                                  (5) 
 

In the presented formulas S represents the set of states and A represents the set of actions, 

the algorithm then chooses the action a from set A (which represents the set of all possible 

actions), and then it takes into consideration the r value for the next state  s_(t+1) . From 

all the actions that are considered possible the algorithm then selects the one that has the 

greatest Q value, and then the states are updated according to the 3rd formula. After that, 

the steps are repeated until the reaching of final state. All these steps represent one 

iteration of the algorithm, but to obtain results that can be considered significant it is 

necessary to run multiple iterations.  

 

In time more advanced methods of Q-Learning have been developed: Double Q-Learning, 

Dueling Q-Learning, and Recurrent Q-Learning. The Double Q Learning trading algorithm 

uses two separate and identical neural network models. One of the models learns while 

running in the same way as the Q-Learning-based algorithm and the other is a copy of the 

last iteration of the first model, this one being used by the program to calculate the Q value. 

In this case, the concept behind this algorithm is to reduce the overestimation bias that is 

done by decomposing the maximization operation into two separate stages: selection of 

the right action to perform and the evaluation of the results of the action.  

 

In the case of the applied Double Q-Learning algorithm, there were 500 iterations used, 

out of which 100 were used for the test. In Table 4 we present the results of the 

implementation of the Double Q-Learning-based algorithm for the chosen time interval, 

the returns presented are those obtained at the end of the time interval, after ten years. 

 

Table 4. The returns used by applying Double Q Learning  

Share TGN FP TLV TRP SNP 
Average 
return 

Return -5,25% -0,01% -19,20% -0,69% -0,05% -5,04% 
Source: own calculation 

 

By analyzing the results, we can state that the Double Q Learning algorithm is not suitable 

to be applied when operating on the Romanian market, as we can see all tested real-time 

algorithms have obtained lower returns than the passive investment-based strategies. In 

Figure 4 we present the results obtained by the algorithm in the case of the FP share, which 

obtained the greatest return for the analyzed period when using Double Q Learning. 
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Figure 4. The returns of the algorithm of the Double Q Learning for the FP share  

(Own calculations) 

 

In Figure 4 the green arrows represent the buying signals and the red arrows represent 

the selling signals when they are perceived by the algorithm. We can see that for the 

analyzed period the algorithm bought or sold the FP share almost daily, these results also 

suggest the fact that the use of the algorithm by an individual investor could lead to a 

higher transaction cost because most brokers charge a commission for every transaction, 

this being added to the fact that the algorithm registered only a 0.005% return, 

discourages the use of Double Q-Learning-based algorithm for the Romanian stock 

market. 

 

By analyzing the performance of the algorithm for all the shares that are taken into 

account, we can state that the worst performance has been obtained by the TLV share 

which has registered a loss of 19.2% of the invested sum, all the shares except FP have 

registered losses when the Double Q-Learning was applied.  

 
 
Conclusions  
 
For the analyzed period the results obtained by the real-time transaction algorithms have 

been modest, this is due to the fact that the market is not a very liquid one, even though 

we selected the shares with the largest traded volume. In the following table, we 

summarized the results obtained for the given period by investing in the selected stocks 

with both active and passive investment strategies. The passive investment strategies 

were calculated by investing in the portfolios that minimize the Standard Deviation and 

the Mean Absolute Deviation of the evolution of the shares prices, at the start of the period 

and calculating the return at the end of it. 

 
Table 5. The returns obtained by using the investment strategies  

Passive investment Active investment 
SD MAD “Turtle” SMA DQL 

19.45% 20.25% -13.95% 0.11% -5.04% 
Source: own calculation 

 
In conclusion, we can state that when taking into account the Romanian stock market, at 

least in the last ten years, a passive investment strategy is the most suitable if long-term 

gains are to be taken into consideration. The results obtained by applying a passive 

investment strategy yield a return of almost 20% which is better than the returns 

registered by the active investment strategies tested in this article, which have all been 

less than 1%. We can propose that the results of the active and passive investment 

strategies could have been influenced by the COVID-19 health crisis that generated a wave 

of financial instability, although the global markets have been in a relative recovery period 
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since the end of 2020. By taking into account the results obtained we can recommend the 

use of a passive investment strategy when trading on the Romanian stock market.  

 

Even though the returns of the algorithms were not that significant, the conclusion does 

not lead to the idea that reinforcement learning-based algorithms are not suitable for 

wealth management but to the conclusion that the Romanian market has not reached yet 

the level of liquidity at which the use of reinforcement learning-based algorithms becomes 

a viable alternative to traditional wealth management strategies. Adding in the 

consideration the fact that in most cases for every transaction made a commission fee is 

paid, the idea of applying active investment strategies on the market for a long term period 

seems to become more unlikely, due to the possible hidden costs that come with applying 

this strategy.  When comparing our results to the return obtained by Jangmin, Lee, Lee, 

and Zhang (2006) for the South Korean index KOSPI, for the time period between 2002 

and 2003, which was 258%, we can state that the application of reinforcement learning-

based algorithms on the Romanian stock market is at present not a viable alternative to 

traditional wealth management strategies. The use of the reinforcement-based learning 

algorithms in the context of the Romanian stock market can be related to the analysis of 

an investment decision as a preliminary study that could be used to justify investing in a 

certain stock and not as a way to manage active investment portfolios. 

 

An idea that could explain the lack of financial performance registered by the algorithms 

is that the financial market on which the assets are present, the Bucharest Stock Exchange, 

is an efficient market according to the financial market hypothesis developed by Fama 

(1970). According to this theory when a market is efficient the prices of the asset are 

reflective of all the information that is available in the market, a possible idea that is 

derived from the hypothesis is that the prices of the assets react only to new information 

that is present on the market regarding the companies that issued the shares. This implies 

that the historical values registered by the price of a share are not a measure of the future 

developments of its price. If this is indeed the case for the Bucharest Stock Exchange the 

hypothesis should be further tested. 

 
 
Limitations and future research 
 
The study is limited by the fact that the algorithms have been applied to only five shares 

(that were considered to be the most liquid on the market) and are on the Romanian Stock 

Exchange, those being the ones issued by: Teraplast S.A. (TRP), Banca Transilvania S.A. 

(TLV), OMV Petrom S.A. (SNP), S.N.T.G.N. Transgaz S.A. (TGN) and Fondul Proprietatea S.A. 

(FP), this leads to a lack of diversity when it comes to analyzed business segments due to 

the fact that two of them are in the energy sector and two in the financial sector. Another 

possible limitation of the study is the fact that the analyzed period contains the COVID-19 

health crisis which generated a degree of financial instability on the financial markets, this 

can be the cause of the low returns that we have been seeing for the analyzed companies.  

 

Future research should concentrate on trying to apply the reinforcement learning-based 

trading algorithms on the transaction of an Exchange Traded Fund (ETF) that follows the 

BET index of the Bucharest Stock Exchange. This approach could lead to an increased 

return due to the fact that the index contains a greater number of stocks which represent 

companies from different business segments, and in this way, the buyer is not exposed to 

risks that are specific only to one business sector. In future studies an interesting 

development should be done by investigating if the Bucharest Stock Exchange is indeed 

similar to an efficient market as stated in the "Efficient Capital Markets: A Review of Theory 

and Empirical Work" by Fama (1970), although we could conclude that this possibility is 
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not likely, the ideas behind the study could at least imply a lack of correlation between the 

past prices of the asset and the future registered prices.  

 

In the end, we can state that the study accomplished its initial objectives by studying the 

use of reinforcement learning-based algorithms in the management of a trading account 

by buying and selling a share issued on the Bucharest Stock Exchange for a period of ten 

years. 
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